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Prediction models with multi-omic data
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I Response variable Y : e.g., responder status, survival time

I X
(m)
1 , . . . ,X

(m)
pm form the mth group of clinical or “omics”

variables, termed “modality”

Goal: Constructing (and evaluating) a prediction model for Y

based on X
(1)
1 , . . . ,X

(1)
p1 , . . . ,X

(M)
1 , . . . ,X

(M)
pM
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Examples

clinical low-dim
transcriptomic high-dim
miRNA high-dim
methylation high-dim
SNP high-dim
copy number variation high-dim
metabolomic high-dim
proteomic high-dim
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The “naive” strategy

I Ignore the modality structure, i.e. treat all variables

X
(1)
1 , . . . ,X

(1)
p1 , . . . ,X

(M)
1 , . . . ,X

(M)
pM equally.

I Apply a prediction method, for example fit a L1-penalized
regression model (lasso):

β̂ = arg min
β
−`(β) + λ

M∑
m=1

pm∑
j=1

|β(m)
j |

where ` is the log-likelihood and λ a penalty parameter.

Boulesteix Prediction models 4/33



Introduction
One low- and one high-dim modality

Several high-dimensional modalities
Offset strategy in multi-modality settings

Other topics

Separate models

I Problem: In most cases the modalities are not equally
relevant to the prediction problem, and ideally one wants to
take this information into account.

I A small relevant modality may “get lost” within the variables
from a large irrelevant modality.

I Separate models for each modality which are ultimately
combined into a single prediction rule are an answer to this
problem (Zhao et al., Brief Bioinf 2014), but also sub-optimal.
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Overview

I One low- and one high-dimensional modality

De Bin et al. (Stat Med 2014)

I Several high-dimensional modalities

Boulesteix et al. (TechRep 2015)

I Other topics
I validation

De Bin et al. (BMC Med Res Meth 2014)
I stability

De Bin et al. (Biometrics 2015)
I benchmarking

Boulesteix et al. (Am Stat 2015)

Boulesteix et al. (PLOS Comp Biol 2015)
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Special case:
one low and one high-dimensional modality

clinical omics

X
(1)
1 , . . . ,X

(1)
p1 X

(2)
1 , . . . ,X

(2)
p2

low-dim (p1 < n) high-dim (p2 � n)
cheap expensive

well-investigated explorative
highly relevant ???

I Differences have to be taken into account.

I Naive strategy is inappropriate.
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The “residual” strategy

I Fit a (linear, logistic, Cox) model of the form

Y ∼ X
(1)
1 + · · ·+ X

(1)
p1

I Fit an omics-based model to the residuals of this model using
lasso regression (or boosting, etc), i.e. consider the linear

predictor
∑p1

j=1 β̂
(1)
j X

(1)
j as an offset when estimating

β
(2)
1 , . . . , β

(2)
p2 .

I Interpretation: omics variables are only used as “complement”
to the clinical variables.
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The “favoring” strategy

I Penalize only X
(2)
1 , . . . ,X

(2)
p2 in lasso:

β̂ = arg min
β
−`(β) + λ

p2∑
j=1

|β(2)
j |.

I Intermediate between naive and residual strategies
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The “dimension reduction” strategy

I Summarize X
(2)
1 , . . . ,X

(2)
p2 in form of a score Z (2) (or several

components).

I Fit a (linear, logistic, Cox) model of the form

Y ∼ X
(1)
1 + · · ·+ X

(1)
p1 + Z (2)

I Problem: Z (2) overfits the data:
I split the training data into two training subsets
I or use pre-validation (Tibshirani & Efron, SAGMB 2002;

Matsui et al., Clin Canc Res 2012)
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Lasso with different penalties (cooperation with Novartis Biomarkers)
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I Rationale: In practice different modalities often have different
information content.

I New ’IPF-Lasso’ method (integrative lasso with penalty
factors) minimizes

−`(β) +
M∑

m=1

λm

pm∑
j=1

|β(m)
j |

where λm is the modality-specific penalty parameter.
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Lasso with different penalties (cooperation with Novartis)

I Estimation: rescale the variables as

X
∗(m)
j = X

(m)
j /λm

and use standard estimation algorithm (e.g., ’glmnet’).
I Choice of λm, m = 1, . . . ,M:

I fully data-driven: cross-validation
I taking other aspects into account (e.g., cost)

I Implementation: R package ’ipflasso’ based on ’glmnet’
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I New method performs worse than standard lasso if modalities
are similar in terms of prediction accuracy and better
otherwise:
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IPF-LASSO’s features

I sparse

I flexible

I fast

I transportable

I inherits lasso’s properties
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Limitations of IPF-LASSO

I CV is computationally expensive when M is large!

I tends to select variables from many/all modalities

Alternative strategy: adopting the offset strategy in multi-modality
settings (master’s thesis Simon Klau, co-supervised by Tobias
Herold and Vindi Jurinovic)
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Offset strategy in multi-modality settings

Recall: offset strategy
I Fit a (linear, logistic, Cox) model of the form

Y ∼ X
(1)
1 + · · · + X (1)

p1

I Fit an omics-based model to the residuals of this model using lasso regression (or boosting, etc), i.e.

consider the linear predictor
∑p1

j=1 β̂
(1)
j X

(1)
j as an offset when estimating β

(2)
1 , . . . , β

(2)
p2

.

Extension:

I consider the linear predictor
∑m−1

`=1

∑p`
j=1 β̂

(`)
j X

(`)
j as an offset

when estimating β
(m)
1 , . . . , β

(m)
pm .
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Validation
Stability
Benchmarking

What is validation of added predictive value?

I accuracy of combined model

→ apply model to independent test data and compute
accuracy

I accuracy improvement of combined vs. clinical model

→ apply both models to independent test data and
compute/compare accuracies

I effect of an omics score

→ fit model to clinical variables and omics score using
independent data and test coefficient of omics score

I importance of an omics score for prediction

→ estimate accuracy of two models using cross-validation
within independent test dataset: (i) clinical variables, (ii)
clinical variables + score.
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Stability investigations using bootstrap samples

I Variable selection is unstable.
The selected model may
change a lot when the data
change a little.

I Common approach: Repeat
variable selection on
bootstrap samples:

→ variable inclusion frequencies

→ model frequencies

Motivation of our project: Bootstrap has problems, subsamples may be

more appropriate.
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Problem: inflated type-1 error for tests
performed on bootstrap samples

I Z-test: Z =
√
n(x − µ0)/σ ∼ N (0, 1) under H0 : µ = µ0.

I For Z ∗ =
√
n(x∗ − µ0)/σ computed from a bootstrap

sample, we have under H0

E (Z∗) = E (E (Z∗|F̂ )) = E (Z ) = 0

and
V (Z∗) = V (E (Z∗|F̂ )) + E (V (Z∗|F̂ ))

= V (Z |F̂ ) + E (V (Z ))
= 2

Janitza et al., Biometrical Journal 2016.
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Impact on bootstrap-based variable selection

De Bin et al., Biometrics 2016.
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Benchmarking example: the real data study on IPF-lasso

I We applied IPF-lasso to
three datasets (leukemia,
breast cancer).

I For two of them IPF-lasso
performed better, for one
of them worse than
competitor SGL.

I What to conclude?

I What to do? Report only
the two good results? Or
risk to get rejected?
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Performed better on real data?

Typical sentence in abstracts of computational science articles:

“Our method performed better than existing methods on real data”

I Compute CV error of K methods for J data sets (J ≈ 2− 10)

I In machine learning: test difference in error rates using paired
t-test or Wilcoxon signed rank test

Which null hypothesis is being tested?

H0 : EPn(ε(f̂ Sk1
)) = EPn(ε(f̂ Sk2

)) ?

No, since data sets are drawn from different P’s P1, . . . ,PJ !
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In R...

I interface to openML (www.openml.org)

I packages ’mlr’, package ’CMA’

I ...

Boulesteix Prediction models 26/33



Introduction
One low- and one high-dim modality

Several high-dimensional modalities
Offset strategy in multi-modality settings

Other topics

Validation
Stability
Benchmarking

What is being tested?

I Distribution P is now considered as the outcome of a random
variable Φ, and size of data set n as the outcome of a random
variable N.

I Then the hypothesis that is implicitly being tested when
comparing methods k1 and k2 can be written as

E (ε(k1,Φ,N)) = E (ε(k2,Φ,N)),

where E denotes the expectation over the random variables Φ
and N.

Boulesteix et al., The American Statistician 2015.
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Test statistic and power considerations

I Test statistic (paired t-test):

T =
∆e√

1
N

1
N−1

∑
(∆e(Dj)−∆e)2

,

where ∆e(Dj) is the difference between estimated errors of
methods k2 and k1 in data set Dj and ∆e is the mean over
data sets.

I Power calculation for “sample size” N (number of data sets)

Boulesteix et al., The American Statistician 2015.
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Number of data sets and power

N ≈
(z1−β + z1−α)2
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I Rule 1: Assess the New Method

I Rule 2: Compare the New Method to the Best

I Rule 3: Consider Enough Datasets

I Rule 4: Do Not “Fish” for Datasets

I Rule 5: Think of the No-Free-Lunch Theorem and Report Limitations

I Rule 6: Consider Several Criteria

I Rule 7: Validate Using Independent Data

I Rule 8: Design Simulations Appropriately

I Rule 9: Provide All Information

I Rule 10: Read the Other Ten Simple Rules Articles
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Parallel to computational/clinical research
Plea for benchmarking

I Making the world better

I Clin: new interventions that improve health outcomes
I Comp: new methods that make results of statistical analyses

closer to the truth

I Comparison studies

I Clin: validation studies, phase III, phase IV, meta-analyses
I Comp: well-conducted benchmark studies

Would we take medicines evaluated in underpowered phase I studies

conducted by a single team?

Boulesteix et al., 2013. PLOS ONE.

Boulesteix, 2013. Bioinformatics.
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Thank you for your attention!

Thanks to:

I Colleagues: R. De Bin, M. Eugster, M. Fuchs, T. Herold, S.
Janitza, X. Jiang, V. Jurinovic, S. Klau, S. Lauer, W.
Sauerbrei,

I German Research Foundation (DFG), Novartis Biomarkers
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