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With the advent of high-throughput technologies, thousands of transcriptomics studies are now
made available through public repositories such as GEO or ArrayExpress, enabling to share
data and results amongst the research community. However, biomarker signatures reported
from those studies are often not reproducible from one similar study to another, as a conse-
quence of a small sample size per experiment (i.e. in the range of 5-60) compared to several
thousands of genes that are measured. Combining raw data from independent experiments,
also known as integrative analysis gives the potential to increase sample size, statistical power
and reproducibility across studies. However, the major analytical hurdle to overcome is to
accommodate for disparities among studies that may use different protocols but also differ-
ent technological platforms from different manufacturers. Therefore, integrative analyses suffer
from the so-called ‘batch effect’, a.k.a cross-study, cross-platform or unwanted systematic varia-
tion [2, 3]. While we expect biological variability to be greater than technological and unwanted
variability, this systematic variation must be accounted for when combining independent stud-
ies.

We introduce our novel integrative method MINT (Multivariate INTegrative) that combines
several independent biological experiments while addressing three aims simultaneously: (1)
accommodating for unwanted variability, (2) classifying samples in a supervised learning frame-
work and (3) identifying key discriminant variables. MINT is based on the PLS framework and
is a sparse extension of mgPLS-DA [1]. MINT selects a combination of variables on each PLS-
component, which upgrade the classical single biomarker identification to a biomarker panel
identification. We apply MINT to two case studies. First, we analyse a combination of 15
transcriptomics studies (8 as a learning set and 7 as an independent test set) from 5 different
platforms that all include three type of human stem cells (Fibroblasts, hESC and hiPSC), re-
sulting in more than 200 samples and 13, 000 variables in the learning set. Second, we analyse



4 cohorts of breast cancer (3 as a learning set and 1 as a test set) for a total of almost 3, 000
samples and 16, 000 genes in the learning set. We show that MINT is more accurate, more
reproducible and faster than other procedures that address (1)-(3).
Figure 1 highlights the problem of common analyses when combining transcriptomics studies
and displays satisfactory results for MINT. Our approach also provides study-specific outputs,
e.g. Figure 2, which enable assessment and validation of a study against others (benchmarking,
future-proofing), which can also serve as a quality control step.
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Figure 1: Stem cell study. (A) PCA and
(B) PLSDA on the concatenated data. (C)
MINT sample plot show that each cell type
is well clustered, (D) MINT performance:
BER and classification accuracy for each
cell type and each study.
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Figure 2: Breast cancer study. MINT study-
specific sample plots for the first two com-
ponents for (A) METABRIC Discovery, (B)
METABRIC Validation, (C) TCGA-RNA-
seq experiments and (D) overall (integrated)
outputs.

MINT is currently implemented in the development version of the R-package mixOmics and
will be released in the next update (v6.0.0) early May 2016. Both Figure 1 and 2 are direct
outputs from mixOmics.
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